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Introduction
Detection of immune-related adverse events (irAEs) is critical to 
the treatment of cancer patients receiving immune checkpoint inhibitor 
(ICI) treatment. Understanding biomarkers that predict irAEs can 
significantly improve prognosis for patients receiving ICI therapies. The 
overall objective of this study is to validate the use of next-generation 
sequencing technology and bioinformatics to inform the use of 
immunotherapy for cancer.

Methods
Our dataset consisted of whole exome sequencing of DNA samples 
with germline mutations from 101 patients treated with ICIs as part of 
clinical trials (NCT01772004, NCT02517398, NCT02155647) performed at 
NCI. We used HIVE1 pipelines and GATK HaplotypeCaller with GRCh37 as 
the reference genome to identify the germline mutations. The initial stage of 
machine learning model development consisted of a thorough feature 
selection scheme to reduce dimensionality and select the mutated genes that 
contribute most to the variance in the dataset. We utilized five statistical tests 
and machine learning models for feature selection. Selected features (genes) 
were based on the degree of consensus of the tests. Using data from 
BIOGRID, a protein-protein network map was constructed with Neo4j 
graph database, built on top of  Hetionet  2 and pathway analysis was 
conducted that takes account of  protein-protein interactions.

Results

Figure 1. irAE study analytical workflow . A ten-fold, stratified cross-
validation LightGBM model trained by different thresholds identified 52 genes as 
the optimal number of features for the final model, predicting development of irAEs. The 
model is 100% accurate when it predicts on the randomly split, held out portion of the 
data with 21 samples.

Figure 2.a. Shapley Feature 
Importance Plot

Figure 2.b. SP-LIME Feature Importance Plot

Figure 2.a and 2.b. Feature Importance for the final model, calculated by 
Shapley Additiv e Values and SP-LIME. The most important contributors to the 
classification performance are plotted using the LIME3 and SHAP4 packages.

Tests
Conducted

Mean AUC for the features 
selected after conducted tests

Standard
Deviation

Number of
Total Genes

0​ 0.657​ 0.136​ 2996​

1​ 0.641​ 0.166​ 457​

2​ 0.622​ 0.139​ 244​

3​ 0.714​ 0.173​ 131​

4​ 0.742​ 0.225​ 52​

5​ 0.842​ 0.150​ 7​

Table 1: Feature selection workflow results and model performances with the criteria 
satisfying genes​

Table 2: Pathway analysis results for 52 identified genes

​Tables 1 and 2 show the results of the pathway analysis and feature selection 
workflows. The pathway analysis was done for 52 genes that were picked up by at least 
4 machine learning models and statistical tests.

Figure 3. Regulation of Immune response. Pathway analysis conducted with the 
protein-protein Interactions network of 52 identified important genes elucidate the 
possible mechanisms behind immune related adverse events. (Not all genes in the 
graph are genes identified with the pipeline.)​

Discussion/Conclusion​
The pipeline support mechanism in HIVE enables rapid development
and conf iguration of genomics pipelines for both scientific and
regulatory applications. The Germline identification/NGS workflow as 
a part of  HIVE is designed to facilitate and standardize the NGS analysis
and biomarker identification. 
Our results show the benefits of utilizing multiple machine learning 
models/statistical tests, which could be valuable in successfully 
identifying biomarkers responsible for irAEs. Conducting pathway analysis 
with the identified genes did not generate clear causal pathways likely due 
to inclusion ofgenes with unknown/distinct functions. However, by
investigating protein-protein interactions of the candidate genes with germline 
mutations, we were able to identify potential contributing networks such 
as glucocorticoid signaling, B cell receptor signaling, CD40 signaling, role of 
PKR in interferon induction and antiviral response, macrophage activation, 
and neutrophil activation involved in immune response. Our 
plans includevalidating the results in a separate cohort in the future.
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