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1. Background 
Advances in automated document classification has led to identifying massive
numbers of clinical concepts from handwritten clinical notes. These high
dimensional clinical concepts can serve as highly informative predictors in
building classification algorithms for identifying patients with different clinical
conditions, commonly referred to as patient phenotyping. However, from a
planning perspective, it is first critical to ensure that enough data is available for
the phenotyping algorithm to obtain a desired classification performance. This
challenge in sample size planning is further exacerbated by the high
dimensionality of the covariates and the inherent imbalance of the response class.
In this poster we describe a two-step approach for sample size planning. In Step 1,
we show how to incorporate feature selection in a linear discriminant analysis
using two different approaches. Then, in Step 2, we derive formulas for sample
size requirements based on optimizing classification performance metrics
sensitive to class imbalance (AUC, MCC). Therefore, our method determines
sample size for a linear classifier incorporating feature selection.

2. Methods

Step 1: High Dimensional Feature Selection.

• We consider the two-class classification problem with the high dimensional covariate
vector 𝑥𝑥 ∈ 𝑁𝑁(𝜇𝜇, Σ) when 𝑥𝑥 ∈ 𝐶𝐶1 and 𝑥𝑥 ∈ 𝑁𝑁(−𝜇𝜇, Σ) when 𝑥𝑥 ∈ 𝐶𝐶2 ;𝑦𝑦𝑖𝑖 = 𝐼𝐼 (𝑥𝑥 ∈ 𝐶𝐶1).

• Using LDA classify 𝑥𝑥 ∈ 𝐶𝐶1 when 𝟐𝟐𝟐𝟐𝑻𝑻𝚺𝚺−𝟏𝟏𝝁𝝁 > 𝜿𝜿 ⇒ 𝒘𝒘𝑻𝑻𝒙𝒙 > 𝜿𝜿 where 𝜅𝜅 = log 1−𝑝𝑝1
𝑝𝑝1

• Given the high-dimensionality of the feature space we employ a feature selection
procedure to eliminate 𝑝𝑝 −𝑚𝑚 redundant covariates, hence making Σ non-singular.

• Only the remaining 𝑚𝑚 features are included in the linear classifier.
• Dobbin Simon (DS) method1 employs a two-sample t-test to select features that are

significant for a given pilot data
• HCT method employs Higher Criticism Thresholding2 approach to select m important

features out of the p total features

Step 2: Computation of sample size dependent performance metrics.

• On obtaining the 𝑚𝑚 important features, performance accuracy metrics sensitive to
imbalanced class datasets .are derived both the DS and HCT approaches

• DS Method
• Define 𝜃𝜃 = 𝛿𝛿,𝑚𝑚,𝛽𝛽, 𝜆𝜆, 𝑝𝑝, 𝜅𝜅 where 𝛿𝛿 denotes the minimum effect size, 𝑚𝑚 is the total

number of important features, 𝑝𝑝 is the total number of features, 𝛽𝛽 is the power of
the test, 𝛼𝛼 is the level of the test, 𝜆𝜆 is the maximum eigen value of the population
correlation matrix and

• 𝑨𝑨𝑨𝑨𝑨𝑨 𝒏𝒏 = ∫𝜿𝜿=−∞
𝜿𝜿=∞ 𝑸𝑸𝟏𝟏 𝜽𝜽 𝒅𝒅(𝟏𝟏 − 𝑸𝑸𝟐𝟐 𝜽𝜽 ) , where:

𝑇𝑇𝑇𝑇𝑇𝑇 = 𝑄𝑄1 𝜃𝜃 = Φ
𝛿𝛿𝛿𝛿 1 − 𝛽𝛽 − 𝜅𝜅

𝜎𝜎 𝜆𝜆 𝑚𝑚 1 − 𝛽𝛽 + 𝑝𝑝 −𝑚𝑚 𝛼𝛼

𝑇𝑇𝑇𝑇𝑇𝑇 = 𝑄𝑄2(𝜃𝜃) = Φ
𝛿𝛿𝛿𝛿 1 − 𝛽𝛽 + 𝜅𝜅

𝜎𝜎 √(𝜆𝜆)√(𝑚𝑚 1 − 𝛽𝛽 + 𝑝𝑝 −𝑚𝑚 𝛼𝛼)

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑄𝑄3 𝜃𝜃 =
(𝑝𝑝1× 𝑄𝑄1 𝜃𝜃 )

(𝑝𝑝1× 𝑄𝑄1 𝜃𝜃 ) + ((1 − 𝑝𝑝1) × (1 − 𝑄𝑄2 𝜃𝜃 ))

𝑁𝑁𝑁𝑁𝑁𝑁 = 𝑄𝑄4(𝜃𝜃) =
((1 − 𝑝𝑝1) × 𝑄𝑄2 𝜃𝜃 )

((1 − 𝑝𝑝1) × 𝑄𝑄2 𝜃𝜃 ) + (𝑝𝑝1 × (1 − 𝑄𝑄1 𝜃𝜃 ))

𝑴𝑴𝑴𝑴𝑴𝑴 𝒏𝒏 = 𝑸𝑸𝟏𝟏 𝜽𝜽 × 𝑸𝑸𝟐𝟐 𝜽𝜽 × 𝑸𝑸𝟑𝟑 𝜽𝜽 × 𝑸𝑸𝟒𝟒 𝜽𝜽 − (𝟏𝟏 − 𝑸𝑸𝟏𝟏 𝜽𝜽 ) × (𝟏𝟏 − 𝑸𝑸𝟐𝟐 𝜽𝜽 ) × (𝟏𝟏 − 𝑸𝑸𝟑𝟑 𝜽𝜽 ) × (𝟏𝟏 − 𝑸𝑸𝟒𝟒 𝜽𝜽 )

• HCT Method

• Compute Z-scores 𝑍𝑍 = 1
𝑆𝑆𝛥𝛥

∑𝑖𝑖=1𝑛𝑛 𝑋𝑋𝑖𝑖𝑌𝑌𝑖𝑖 ; 𝑆𝑆𝛥𝛥 = 𝑠𝑠12

𝑛𝑛1
+ 𝑠𝑠22

𝑛𝑛1

 For an appropriately chosen HCT threshold 𝜆𝜆 , 𝑤𝑤𝑗𝑗 = 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑍𝑍𝑗𝑗 . 𝐼𝐼 |𝑍𝑍𝑗𝑗| > 𝜆𝜆 𝑎𝑎𝑎𝑎𝑎𝑎 𝑤𝑤𝑗𝑗 =
0 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜

𝑨𝑨𝑨𝑨𝑨𝑨 𝒏𝒏 = �
𝜿𝜿=−∞

𝜿𝜿=∞
𝚽𝚽

𝒘𝒘𝑻𝑻𝝁𝝁 − 𝜿𝜿
𝒘𝒘𝑻𝑻𝚺𝚺−𝟏𝟏 𝒘𝒘

𝒅𝒅 𝟏𝟏 −𝚽𝚽
𝒘𝒘𝑻𝑻𝝁𝝁 − 𝜿𝜿
𝒘𝒘𝑻𝑻𝜮𝜮−𝟏𝟏 𝒘𝒘

3. Real Data Analysis to Evaluate the Methods Performance
3.1. Data Description:

Clinical notes were extracted from the MIMIC-III database3-5 which contains de-
identified clinical data of over 53,000 hospital admissions for adult patients to the
intensive care units (ICU) at the Beth Israel Deaconess Medical Center from 2001 to
2012. This project uses a dataset of 833 patient discharge summaries restricted to
frequently readmitted patients (>3 in a single year), labeled with 15 clinical patient
phenotypes believed to be associated with risk of recurrent readmission by domain
experts.

3.2. Phenotyping Task 1:
• Focused on building a classifier for identifying patients with ‘Depression’, which had

a prevalence of 29%
• Notes were transformed into Unified Medical Language System (UMLS) Concepts

using MetaMap Lite. Each note represented as a vector of 10,109 Concepts
• Performance from a LASSO using 80-20 training-test split was compared to

estimated performance from our proposed sample size determination methods.
• Performance on Matthew’s Correlation Coefficient (MCC) and Area under the ROC

curve (AUC) was estimated for varying sample sizes n and number of important
features m using methods described.

Figure 1: Sample Size Determination using DS and HCT for independent features.

Figure 2: Sample size determination using DS and HCT for correlated features.

3.2. Phenotyping Task 2:

• Can we estimate sample sizes required for building a classifier for phenotype “Other
Substance Abuse” based on learning curves for related phenotype “Alcohol Abuse”?
• Focused on building a classifier for identifying patients with “Other Substance

Abuse” based on learning curves estimated using “Alcohol Abuse” which had a
prevalence of 13%.

• Estimated learning curves with similar prevalence's of 9,11 and 13%.
• “Other Substance Abuse” has a true prevalence of 9%.
• Performance from a LASSO using 80-20 training-test split on the “Other

Substance Abuse” phenotype was compared to estimated performance from our
proposed sample size determination methods

Figure 3: Sample Size determination using DS and HCT for independent features

3.2. Demonstration Using Shiny App:
• We are building a Shiny app for estimating sample sizes required for building a high

dimensional LDA classifier using feature selection. The app would work as follows:
• Inputs : Sample Size (n) Range, Number of Important Features (m) Range, Pilot Data
• Output : Sample size dependent classification performance curves generated using DS

and HCT methods
• A demonstration using a prototype is given below

Figure 4: Demonstration of Shiny App4. Conclusions
• DS and HCT methods can provide a reasonable estimate of the sample size

required for a linear ML classifier like LASSO.
• Our experience suggests these would be conservative estimates; perhaps even

more so for a more non-linear ML algorithm like random forest, ANN
• HCT method most preferable as it does not require features to be independent.
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