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3. Real Data Analysis to Evaluate the Methods Performance

1. Background

Advances in automated document classification has led to identifying massive  3.1. Data Description: 3.2. Phenotyping Task 2:
numbers of clinical concepts from handwritten clinical notes. These high L _ _ . . . L . .
dimensional clinical concepts can serve as highly informative predictors in  Clinical notes were extracted from the MIMIC-III database®> which contains de- Ll e el ”sample sizes required for building a classifier for“phenotype Ot”rf\)er
building classification algorithms for identifying patients with different clinical  'déntified clinical data of over 53,000 hospital admissions for adult patients to the Substance Abuse” based on learning curves for related phenotype f‘lCOhOl Abuse™
conditions, commonly referred to as patient phenotyping. However, from a intensive care units (ICU) at the Beth Israel Deaconess Medical Center from 2001 to . FOCUS?d on building a classifier for identitying pazlents with Otflef Substance
olanning perspective, it is first critical to ensure that enough data is available for ~ 2012. This project uses a dataset of 833 patient discharge summaries restricted to MoUse” lDesEe o Jselliing SUives ssimeies sing) Aleere Mause” Wity el &
the phenotyping algorithm to obtain a desired classification performance. This requently readmitted patients (>3 in a single year), labeled with 15 clinical patient prevalence of 15%. o | ;
challenge in sample size planning is further exacerbated by the high phenotypes believed to be associated with risk of recurrent readmission by domain  Estimated learning curves with similar prevalence’s of 9,11 and 13%.

experts. « “Other Substance Abuse” has a true prevalence of 9%.

dimensionality of the covariates and the inherent imbalance of the response class.
In this poster we describe a two-step approach for sample size planning. In Step 1, 3.2, Phenotyping Task 1:
we show how to incorporate feature selection in a linear discriminant analysis  « Focused on building a classifier for identifying patients with ‘Depression’, which had

« Performance from a LASSO using 80-20 training-test split on the “Other
Substance Abuse” phenotype was compared to estimated performance from our
proposed sample size determination methods

using two different approaches. Then, in Step 2, we derive formulas for sample a prevalence of 29%
size requirements based on optimizing classification performance metrics « Notes were transformed into Unified Medical Language System (UMLS) Concepts sample Size Determination-Ds methoc Sample Size Determination-HCT method
sensitive to class imbalance (AUC, MCC). Therefore, our method determines using MetaMap Lite. Each note represented as a vector of 10,109 Concepts @ 2

sample size for a linear classifier incorporating feature selection. Performance from a LASSO using 80-20 training-test split was compared to

2 Methods estimated performance from our proposed sample size determination methods. | I - R
-  Performance on Matthew’s Correlation Coefficient (MCC) and Area under the ROC _ .
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Step 1: High Dimensional Feature Selection curve (AUC) was estimated for varying sample sizes n and number of important g ﬁifgiiz;:ﬁbégégégézgfgfg g ;.#.,_.:;:;j*,r:
features m using methods described. S - /égéfg”" B 3 R
« We consider the two-class classification problem with the high dimensional covariate | o | o § A ) i gy
vector x € N(u,Z) whenx € ¢C; andx € N(—u,2) whenx € C,;y; =1 (x € Cy). ) emple Slze befermination o2 ) emple Stz beferminafion et o . ﬁﬁﬁ ” ﬁggfé::iwﬁ”
. c — — ] _ _ ﬂ_;ﬁ‘ _ ﬂ'é =
 Using LDA classify x € C; when 2x"27'u > k = wlx > Kk where k = log (1pp1) e —— 21 | | | | 2 - | | | | |
1 24— :12 Al a_aia S 7 7 J_.i—r'_'_'_ — 0 200 400 600 800 200 400 600 800 1000
 Given the high-dimensionality of the feature space we employ a feature selection R TS ] I ot | amaeamanant T Sample size(n) Sample.size(n)
Teal ' ' ' o I Nl ° e S | _g_g-a=9=9292% : : : : : :
procedure to eliminate (p — m) redundant covariates, hence making X non-singular. . e amamsfamemesn e | K,_r/ﬁ,y R R Figure 3: Sample Size determination using DS and HCT for independent features
« Only the remaining m features are included in the linear classifier. 2 ° e o 2 ] e P e
 Dobbin Simon (DS) method! employs a two-sample t-test to select features that are S - S T T T - S - '/'/a:ﬁﬁ 3.2. Demonstration Using Shiny App:
] e ) ] 4/.‘#._____ﬂ_u—u—u—u—u—u—u—ﬂ—u—u—u—u—u /mf&;j ) _ _ i ) i ) o i
significant for a given pilot data o éﬁéﬂ'ﬁ“‘ﬁ e I o {;ﬁﬂj « We are building a Shiny app for estimating sample sizes required for building a high
« HCT method employs Higher Criticism Thresholding? approach to select m important . : L dimensional LDA classifier using feature selection. The app would work as follows:
features out of the p total features g, - - . o 5 A » Inputs : Sample Size (n) Range, Number of Important Features (m) Range, Pilot Data
. ) i sample size(n) sample size()  Output : Sample size dependent classification performance curves generated using DS
Step 2: Computation of sample size dependent performance metrics. and HCT methods

Figure 1. Sample Size Determination using DS and HCT for independent features.

« On obtaining the m important features, performance accuracy metrics sensitive to * Ademonstration using a prototype is given below

|mba|anced CIaSS datasets are derlved both the DS and HCT approaches - o - o ~fICML_Paper Code/FDA _Paper Code/Sample Size Planning_Shiny App/Default App - Shiny — ] X
Sample Size Determination-DS-Corr Sample Size Determination-HCT-Corr http://127.0.0.17695 | 7] Openin Browser R
« DS Method . -
. Define 6 = (6,m, 8,1, p, k) where & denotes the minimum effect size, m is the total S ] - Sample Size Planning for Electronic Phenotyping Studies
number Of |mportant features’ p |S the total number Of features’ B |S the power Of ® —ea—  m=10; o _E_ :;ED oot Size (i 100 A Sample Size calculation using DS method B  Sample Size calculation using HCT method
the test, a is the level of the test, 4 is the maximum eigen value of the population o © ] B . 675 — e LASSO MGG //
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.. (p1% Q1(6)) . _ . L . o
Precision = Q3(8) = Figure 2. Sample size determination using DS and HCT for correlated features. : s ne ns

Sample Size Sample. Size

(p1X Q1(0)) + ((1 —p1) X (1 — Q2(6)))

e e
NPV'=Q4(0) = (1 —p1) XQ200))+ (p1 X (1 —0Q41(8)) 4. Conclusions Figure 4: Demonstration of Shiny App
« DS and HCT methods can provide a reasonable estimate of the sample size
MCC(n) = /Q1(0) X Q,(8) X Q3(0) X Q4(0) — /(1 — Q1(0)) X (1 — Q2(0)) X (1 — Q3(0)) x (1 — Q4(0)) required for a linear ML classifier like LASSO. 6. Acknowledgements
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